





Using the subscripts p and a to denote present and altered conditions,
respectively, the following relationships can be derived for the new width
(wa), the new depth (Da)’ and the new velocity (Va):

bR ) = ()% =0
Wa = 0.71 Wp

: %% = (Qa/qp) " = (1/2)%%0 = 0.76
Da = 0.76 Dp

’ %% = (Qa/p)" = (1/2)%1% = 0.93

Va

0.93 Vp

Thus, the width of the new channel will only be 71% of the width of the
old one, the mean depth will be reduced by 24%, and the velocity will be
reduced by 7%. These represent the changes to the geometry of the channel.
Changes in channel pattern, periodicity, and alignment may be estimated in a
similar manner. The periodicity of riffles and pools or meander bends is
highly correlated to channel width. Leopold et al. (1964) present two
equations relating meander length to channel width:

0.99

A=6.6w (6-11)
x = 10.9 wi-01 (2-12)
where A = meander wavelength
w = channel width

It is 1ikely that the difference between the equations is a result of differ-
ences in bank cohesion. Schumm (1960) found that channels having greater
percentages of silt and clay in the banks generally had smaller width to depth
ratios and higher sinuosity (shorter meander wavelenths) than streams with

less cohesive banks. Therefore, the equation X = 6.6 w.99 is recommended for
suspended load channels. Because the exponents of both equations are nearly
1.0, it can be shown that the decrease in meander length is proportional to
the change in width. Therefore, because width would be reduced 29%, the same
reduction in meander length could be expected. A new sinuosity could be
computed from this value.

The change in channel morphology does not occur instantaneously, and the
hydraulic geometry equations do not predict any time spans. They only suggest
steady state or ultimate dynamic equilibrium tendencies. Much more research
is necessary for time and absolute quantitative predictions.
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6.2.3 Combined Effects of Sediment Load and Discharge

Modification of the sediment load, with or without a change in discharge,
will force channel change processes that cannot be addressed by regime theory
alone. Channel width, depth, and meander wavelength are direct functions of
discharge, while channel slope is an inverse function. Width, meander wave-
length, and channel slope are direct functions of the sediment load, while
depth and sinuosity are inverse functions. Therefore, the change in any
hydraulic geometry characteristic depends on the proportional change in sedi-
ment load with respect to discharge.

Based on these relationships, the removal of water from a stream without
changing the sediment load will reduce both the width and depth, but increase
the width to depth ratio. Removal of sediment with no change in water dis-
charge reduces the width to depth ratio, increases the depth, and reduces the
width. An increase in sediment yield increases the width to depth ratio,
increases the width, and reduces the depth. Removal of water and an increase
in sediment load results in a decrease in depth, increase in width to depth
ratio, and an uncertain change in width. The direction of change that can
result from alterations of both streamflow and sediment yield is given in
Figure 36. The actual magnitude of the change is difficult to determine.

Kellerhals (1981) suggests that the best way to estimate new channel
shape and dimensions following a modification of the sediment load and dis-
charge is to look at a similar stream that has already experienced the same
type of impact. This is good advice for the expert in channel change modeling
and the uninitiated alike. In essence, the modified stream can be treated as
a large physical model without the sediment scaling problems of small physical
models. (Very small sediment particles behave differently than larger ones
so, while it is possible to develop a scale model of the stream, it is
impossible to load it with similar behaving sediment of the same scale).

In addition to the evaluation of channel change by comparison of altered
systems, there are numerous analytical procedures which can be used to predict
channel changes. Most of these techniques have been developed for use in sand
bed streams, and their accuracy in coarse bedded streams is not very high. A
great deal of present sedimentation research is directed toward gravel bedded
rivers, so a solution to this problem may be forthcoming. At present, the
prediction of channel changes requires a combination of complex analytical
tools, comparison with other systems, and a large amount of experience.

A channel change model utilizes an iterative approach of defining a
channel shape and computing a theoretical sediment transport rate associated
with that shape. A mass balance is then made, comparing the transport rate
with the supply. If the rates do not balance, the channel shape and slope are
changed to reflect either aggradation or degradation and a new transport rate
computed. This process is repeated until a mass balance is achieved. The
main difference between different models is the technique used to determine
the theoretical sediment transport rate. It is beyond the scope of this
discussion to describe sediment transport models. Their complete derivations
can be found in the references for additional reading listed below.
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7. PHYSICAL HABITAT SIMULATION

The physical habitat simulation (PHABSIM) system is a collection of
computer programs used to relate changes in discharge or channel structure to
changes in physical habitat availability. The output from the PHABSIM system,
and its uses, are described in Chapter 5. The underlying principles of PHABSIM
are that: (1) each species exhibits preferences within a range of habitat
conditions that it can tolerate; (2) these ranges can be defined for each
species; and (3) the area of stream providing these conditions can be quanti-
fied as a function of discharge and channel structure.

7.1 GENERAL CONCEPTS OF PHABSIM

A natural stream contains a complex mosaic of physical features in
different combinations. One area may be deep, fast, and have a cobble bed
with no cover. Another area may be deep and slow, with a sand bed and abundant
cover. One species might find the first condition desirable, while another
would prefer the latter condition. A third species might find neither condi-
tion satisfactory. The quantification of physical habitat requires the
determination of the area associated with each combination of features and an
evaluation of that combination in terms of its utility as habitat. When the
flow is changed, all the combinations are redefined and the process must be
repeated for the new condition.

The PHABSIM system describes this mosaic on the basis of strategically
placed transects used to describe the longitudinal distribution of different
habitat types within the stream. Measurements of physical microhabitat
parameters, such as depth, velocity, substrate type, and cover, are made at
intervals along each transect to describe the lateral distributions and grada-
tions of these parameters. The point on each transect where a measurement is
made is called a vertical (the measurement is perpendicular to the plane
defined by the water surface). Each vertical marks the edge of a stream
"cell", the length of which is established by the investigator in the field,
as illustrated in Figure 37. Each stream cell is unique and characterized by
a surface area (defined by the distances between transects and verticals), a
substrate type, a cover type ("no cover" is also a cover type), and an average
depth and velocity, both of which are functions of streamflow.

The utility of each cell for a life stage of a species is then evaluated
by the application of habitat related criteria. The surface area of each cell
is weighted by a suitability index, Ci o which reflects the relative
preference of the species for the combination of structural and hydraulic
characteristics found in the cell at a given discharge. Various derivations
of Ci g are detailed in the next section. This produces an index of the

habitat potential for the cell called the weighted usable area (WUA). For a
cell, the WUA is equal to:
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Figure 37. Placement of transects and measurement verticals to
define stream cells, used to describe microhabitat distribution
in a stream reach.
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WUA = C; o x A, (7-1)

where C. the suitability index for the combined
characteristics of the cell (i), by the target
species(s). These suitability indices are
unique for each 1ife stage of each species.

The same 1ife stage may have different indices
depending on activity (e.g., spawning or resting
adults) or season

A,
i

the surface area of the cell

This computation procedure is applied to each cell for each life stage,
for each discharge. The WUA for the reach is then determined by the equation:

WUA =

Q.5 (7-2)

NS
[qp]
*x
p-g

i=1 i,s i
where the weighted usable area for the reach is unique to the flow, the life
stage of the species, and the reach to which it applies.

The same stream reach could be measured at each discharge for which a
quantification of available habitat was desired. In fact, prior to 1977, this
was' the technique used. However, this method was very labor intensive, enough
so that its use was confined to only the smallest and most important streams.
The PHABSIM system uses the concepts of open channel hydraulics to predict
changes in depth and velocity in each cell as a function of discharge. The
use of hydraulic simulation has greatly reduced the time required to conduct
an intensive microhabitat study, both in terms of actual manhours worked and
the total time to study completion. Studies that used to take a year can now
be completed in several weeks.

7.2 DETERMINATION OF MICROHABITAT PREFERENCES

The field measurements and hydraulic simulations determine the relative
amounts of different habitat conditions in the channel at a particular dis-
charge. In essence, this represents the universe of habitats available for
different organisms at that discharge. Some of these habitats will be perfect
for some species, others will be of marginal value, and still others will be
totally unusable. In order to evaluate the quality of the habitat, as well as
its quantity, it is necessary to describe the conditions of depth, velocity,
cover, and substrate which define usable microhabitat for the species.

Each stream cell generated within PHABSIM has a discrete combination of
depth, velocity, substrate, and cover. This exact combination occurs in the
cell at only one discharge. In order to evaluate the utility of that combina-
tion of conditions, it is necessary to approximate a function which quantifies
the species' preferences or tolerances for the combination. This is defined
as a combined or joint preference function, Ci

»S°
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There are several techniques for approximating a joint preference function
for a species. Four methods can be used in the PHABSIM system: binary
criteria; preference curves; multivariate suitability functions; and multi-
variate functions in association with preference curves. Each technique has
certain strengths, weaknesses, and limiting assumptions.

7.2.1 Binary Criteria

The concept of binary criteria was first used in an instream flow meth-
odology by Collings et al. (1972) and was later refined by Smith (1973) and
Hunter (1973). The concept is quite simple. Suppose that spawning chinook
salmon are most often found utilizing a gravel substrate having a depth greater
than 1.5 ft and a velocity between 1.5 and 3.0 ft/sec. An area of stream
having all these conditions is considered usable habitat for that life stage.
However, when any of these conditions are not met, the area is considered
unusable. In equation form, the joint preference factor is computed by:

JPF = f(v) x f(d) x f(s) (7-3)

where JPF = the joint or combined preference factor

f(v) = a preference factor for velocity having a value
of either 0 or 1

f(d) = a preference factor for depth having a value of
either 0 or 1

f(s) = a preference factor for substrate having a value of
either 0 or 1

When any of the preference factors for an individual variable is unusable
(outside the criteria bounds), that variable and, therefore, the joint prefer-
ence factor for that area, takes on a value of zero.

In his development of binary criteria for several Pacific Northwest
salmonid species, Smith (1973) conducted a frequency analysis of observed fish
and included 80% of the observations within the criteria bounds. One of the
advantages of binary criteria is that it does not imply selective behavior of
the fish within the conditions specified by the criteria. This type of cri-
teria can be developed where no data on the fish are available. That is,
because they are criteria and not functions describing species behavior, they
do not imply any particular statistical rules, nor do they require more than
professional judgment as to sufficiency of conditions.

These advantages, to some extent, also describe the disadvantages. The
frequency distributions of many species often indicate rather narrow ranges of
conditions that the species actually select, yet wide ranges of conditions
that they will tolerate. Binary criteria make no distinction among optimal,
suboptimal, and barely tolerable conditions.
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7.2.2 Preference Curves

Waters (1976) was one of the first practitioners of instream flow method-
ologies to suggest the use of weighting factors other than 0 and 1 to define
habitat preferences for fish. He argued that, within the range of conditions
considered suitable, there is a narrower range of conditions that fish select
as a preferred or optimal range of that parameter. Furthermore, the tails of
the distribution represent true unsuitability rather than an arbitrary cutoff
point. In short, the behavioral characteristics of a species can be defined
by a curve. The peak of the curve represents the optimal range of a parameter
and is given a weighting factor of 1. The tails of the curve represent 0
usability. Values between 0 and 1 can be determined empirically from a
frequency analysis of observed fish over the range of the parameter. The
computation of the joint preference function (JPF) uses the same equation as
binary criteria:

JPF = f(v) x f(d) x f(s), (7-4)

except the variables f(v), f(d), and f(s) have values equal to, or between,
0 and 1.

Bovee and Cochnauer (1977) developed a series of techniques for deriving
such preference curves with varying amounts of data. When actual measurements
of sites utilized by fish are available, a frequency curve is fit by eye to a
histogram and then normalized so that the peak of the curve receives a weight-
ing factor of 1. In many cases, data are not available to construct histograms
for a species. Then, a range of preferred and tolerated conditions is obtained
from the literature or inferred from site descriptions of the collection area.
Preference curves in these cases consist of four points connected by an
jdealized curve. Such curves are developed for as many life stages of fish as
the available information allows. Using similar techniques, and more advanced
curve fitting procedures, Gore and Judy (1981) developed preference curves for
several species of midwestern macroinvertebrates.

Preference curves have several advantages. Like binary criteria, they
can be constructed in the absence of hard data. Professional judgment can be
incorporated into the model simply by modifying existing curves or developing
new ones. The use of preference curves also allows the use of extremely
complex mathematical functions with relative ease.

The use of preference curves has been criticized from two perspectives.
First, because the preference curves represent relative probabilities (actually
ratios of probabilities), the multiplication of the preference factors implies
independence among the variables. In a limited sensitivity analysis conducted
by the IFG, and independently conducted by Orth and Maughan (1980), the error
caused by this assumption was small. Second, in developing preference factors
from fish capture data, a bias is introduced by the physical conditions avail-
able to the fish at the time the data are collected.

IS

7.2.3 Multivariate Suitability Functions

As a result of the criticism of the preference curve concept, a model for
computing the joint preference, or suitability, was designed and tested by
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personnel of the IFG and Utah State University (Voos et al. 1981). Several
models were tested and rejected before settling on the concept of the multi-
variate suitability function. For the most part, models were rejected because
the methods and limitations of gathering species-related data were incompatible
with the requirements of the model.

a. Concepts of joint suitability functions. A reasonable suggestion for
a joint suitability function is the probability, P[N|E]. This is the proba-
bility of finding one or more fish (N), given a certain set of environmental
conditions (E). This function has two attributes which make it a good suita-
bility function. The first is that it is environment independent. That is,
once the function is properly defined, it is theoretically transferable to any
environment where the fish occurs. The second attribute is that a good,
intuitive measure of the usability of a stream results when the function is
integrated with the environmental conditions of the stream.

Using P[N|E] as the suitability function requires systematic random
sampling of the stream from which the fish were collected. Representative
unit areas of a stream must be sampled, the number of fish of a particular
type occurring there recorded, and all the environmental attributes measured,
regardless of whether fish are caught or not. Additionally, the function
P[N|E] implies that the entire population has been sampled. These assumptions
can seldom be met adequately by conventional fish sampling or observation
techniques. Random sampling is more applicable to plants and inanimate objects
than to fish.

Typically, the way that data on fish and their habitats are collected is
by first observing the location of the fish and then measuring the stream
attributes where the fish was observed. This allows the investigator more
flexibility 1in the sampling procedures and places the emphasis on good,
unbiased (by interference) observations on the fish. However, this type of
data leads to the development of a different kind of probability function,
P[E|F], the probability of observing a combination of stream attributes given
the presence of a fish.

Although the function P[E|F]} is much easier to derive than P[N|E] it,
too, has several disadvantages. The most serious is that P[E|F] is environment
dependent. That is, the function is valid only in the stream(s) from which
the data are obtained. Extrapolation to other streams becomes weaker the more
dissimilar the streams are. Furthermore, the fish in the streams from which
the data are taken may be distributed in the stream in the same proportions as
the environmental attributes of the stream. This function approximates a
suitability function, but it does not distinguish tolerances from preferences.

The advantages of collecting the data in the form leading to the function
P(EJF] are considerable. The data are likely to be of higher quality. Fish
can be sighted from a position where the fish cannot see, or will not react
to, the observer. Specific areas in the stream can be targeted for sampling
and the data collected in such a manner that the fish will not be disturbed.
Additionally, the entire population does not need to be sampled. Only a
representative proportion needs to be observed. One requirement of this
technique is that areas must be sampled in roughly the same proportion that
they occur in the stream, even though a species is known to occupy specific
areas. For example, if a stream has 25% pools and 75% riffles, most of the
sampling (i.e., 75%) should be done in the riffles.
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A third function, combining the advantages of the above two functions
without the encumbrances of either, is defined as:

s = PIELF] T (7-5)

where $ is the joint suitability function describing the suitability and
P[E|F] is the probability of finding a certain combination of environmental
conditions given the presence of a fish.

The term P[E] is a probability function describing the relative abundance
of various combinations of environmental attributes available to the popula-
tion. Data for this function are collected the same way that the channel and
hydraulic data are collected for PHABSIM, although more transects are used.
Often, these data are collected regardless of whether or not criteria develop-
ment is contemplated.

The suitability index function, S, has the advantage of being essentially
environment independent. It is not totally independent of the environment,
but if care is taken in the selection of the collection area, it can be
developed as environment independent. Section 7.2.5 discusses the types of
situations to avoid to prevent environment dependence. Another advantage of
this formulation is that the function S is essentially biomass independent;
the total biomass of the stream from which S is developed does not enter into
subsequent calculations of stream usability. However, S cannot be totally
biomass independent unless the stream from which S is developed is at carrying
capacity at the time it is sampled. The function may also be dependent on the
presence of sympatric species. This dependency relates to the "fundamental
niche" and the "realized niche" concepts of Hutchinson (1957). In an allopat-
ric population which is significantly under carrying capacity, only the most
preferred sites will be utilized, which does not indicate the range of condi-
tions the species would use if the population were at carrying capacity.
Conversely, the portion of the realized niche used by a species may be condi-
tioned by the presence of other species competing for the same sites. It must
be emphasized that this problem is inherent to any type of criteria and is not
unique to this approach.

The definition of S, from Equation 7-5, does not result in the most
meaningful measure of stream usability. A meaningful suitability index must
have a maximum value of 1.0 when a cell provides optimal habitat. This allows
the model to "“count" the entire surface area of the cell as 100% suitable
habitat. As a function of environmental attributes, S provides a measure of
the relative suitability of envircnmental conditions in providing habitat for
species. The optimal mix of environmental conditions occurs where S reaches
its maximum probability value. Therefore, the term C(i s) in the WUA equation

]

can be found by:

S,.
= (i) .1 PLE|F] 7-6
max max P[E] ‘ ( )
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The preceeding discussion has been simplified considerably from the
mathematics actually involved. For a complete discussion of the theory, the
reader is referred to Voos (1981).

The principle advantages of the multivariate suitability functions are
the inclusion of interactions among variables and the removal of the bias
caused by physical habitat availablity. The functions represent a rigorous
mathematical fitting of the data, a vastly superior technique than fitting a
curve to a histogram by eye. This technique also has some disadvantages.
First, a multivariate suitability function cannot be derived without data, and
the data requirements can be appreciable. Second, it is difficult, if not
impossible, to inject professional judgment into the function. Modifications
of the function require considerable experience and expertise; it is not a
matter of drawing a new line on a curve. The third, and perhaps most serious
limitation, is that complex mathematical functions are difficult to simulate
in the model. Cover and substrate, discussed in Section 7.3, can sometimes
represent extremely complex functions depending on the amount of information
incorporated in the cover description. This means that some substrate and
cover descriptions cannot be used with this approach.

7.2.4 Combined Use of Joint Suitability Functions and Preference Curves

The most important concept for fitting data to a Jjoint suitability
function is that the function must be continuous and described by an exponen-
tial polynomial equation. There are numerous examples of substrate and cover
descriptions in Section 7.3 that are either discontinuous functions or cannot
be described by an equation. This problem leaves the investigator with two
choices. Either the substrate/cover description must be simplified so that is
a simple continuous function or the complex description retained and its use
in a joint suitability function abandoned. Most investigators choose the
latter option. ‘

One approach to this problem is to describe the simple continuous vari-
ables, such as depth and velocity, as a joint suitability function and the
complex variables, such as substrate and cover, as preference curves. In this
case, the joint preference factor would be computed as:

JPF = f(v,d) x f(s) (7-9)
or
JPF = f(v,d) x f(c) (7-10)

where JPF = the joint preference factor
f(v,d) = a joint suitability function for depth and velocity
f(s) = a preference curve for substrate
f(c) = a preference curve for cover
Interactions between depth and velocity would be accounted for by this

computation of the JPF, but independence between these two variables and
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substrate or cover are assumed. There does not appear to be a good solution
to this problem with respect to substrate. However, cover can be treated as a
discrete variable and a joint suitability function for depth and velocity
derived for each cover type. This approach is discussed in Section 7.3.3.

b. Development of equations describing the joint suitability function.
The IFG has developed a computer program called GOSTAT which is capable of
fitting data describing either P[E{F] or P[E] to an exponential polynomial
equation (Voos et al. 1981). The joint probability density function (joint
pdf) is given as:

PLEIF] or PLE] = & exp (P(x)) (7-7)

where p(x) is a polynomial equation and N is a normalizing term. The joint
suitability function is the ratio between the joint pdf's for P[E|F] and P[E].
The polynomial describing the depth-velocity Jjoint suitablity functions in
Figures 38 and 39 would take the form:

p = ald tayy ¢+ a3d2 + a4dv (7-8)
Figures 38 and 39 are read like contour maps, with the higher suitability
values corresponding to elevation. In two dimensions, a curve expressing the
depth preference is bell shaped with its peak at 2.4 ft and its tails at 0.6
and 4.4 ft. The velocity curve, in two dimensions, is simply a concave curve
with a peak at 0.0 ft/sec and a single tail at about 3.0 ft/sec. The depth
term in equation 7-8 is second order and the velocity term is first order in
order to fit both types of curves. Some fish species show bimodal distribu-
tions for a variable, resulting in a curve with two peaks. Higher order terms
must be substituted into equation 7-8 to fit these complex functions. The
term a4dv in equation 7-8 is called the cross-product. This term determines

the amount of intervariable dependence within the joint suitability function.
If there were no interdependence between depth and velocity, the axis of the
contour map shown in Figure 38 would be parallel to the x-axis. Figure 39 is
typical of a joint suitablility function with little dependence among vari-
ables.

7.2.5 Guidelines for Data Collection

The problem of dependence on the environment from which the data are
collected is mentioned in Section 7.2.3. The following example shows what the
problem is and how it can be avoided. For this example, assume that a
"yniversal" suitability function applies to a species no matter where it is
found and that the function shown in Figure 38 is such a universal function
for adult brown trout between 10 and 14 inches in length.
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Figure 38. Joint suitability function for depth and
velocity preferences of adult brown trout in south-
eastern Wyoming.
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Figure 39. Joint suitability function for depth and
velocity preferences of juvenile chinook salmon in
northern British Columbia.
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Compare this function with those shown in Figures 40, 41, and 42.
Figure 40 is a joint suitability function developed for South Fork Hog Park
Creek. This stream, at the time of sampling, has 1ittle in the way of optimal
or preferred brown trout habitat. Lake Creek, illustrated in Figure 41, has
some optimal habitat but much less than the Laramie River, illustrated in
Figure 42. Of the three, the function for the Laramie River most nearly
matches the "universal" function. In the other two streams, the optimal
condition must be estimated by extrapolation. It is not 1likely that the
universal function could be replicated in South Fork Hog Park Creek, no matter
how many fish were sampled. Therefore, the investigator should have some a
priori knowledge about the habitat preferences of the species being investi-
gated. Efforts should be made to select study streams with the entire range
of conditions that the species might occupy, including a considerable amount
of preferred or optimal habitat.

A second consideration is the effect of biomass and the presence of
sympatric species in the community on the range of conditions actually used by
the species under study. The study area selected should be at or near
carrying capacity when sampled. Otherwise, it is likely that only the optimal
or near optimal habitat will be included in the joint pdf. Those streams with
an abundance of optimal habitat very often attract large numbers of fishermen.
Criteria should not be derived from heavily fished streams regardiess of how
good the habitat is. :

The third consideration is the number of observations needed to adequately
define the joint pdf. Voos (1981) found that the equation describing the
Joint function for brown trout, using two variables, tended to converge at
around 150 samples (i.e., the equation did not change significantly when there
were more than 150 observations). It is conceivable that species utilizing a
wider range of conditions (such as white suckers or carp) might require a
larger sample size. Species occupying a narrower range of habitats (such as
dace or darters) might require fewer observations. When more variables are
included in the equations, the data requirements increase exponentially.

A final consideration is the introduction of error through sampling bias,
a source of error that is virtually undetectable by statistical analysis. The
first indication of such error is a curve or joint. suitability function that
does not "look right" to an experienced biologist. Criteria development
relies heavily on the experience and judgement of the biologist, even when
using multivariate statistics and a large data base. There is often a tendency
to let the statistics speak for themselves. When statistics alone are applied
to the available data base, biased data passes through as though nothing were
wrong. The two most common sources of sampling bias are gear bias and dispro-
portionate sampling effort. A third bias, misidentification, has not been a
problem but could become one as more nonbiologists participate in the data
collection.

Many of the guidelines regarding sampling bias presented by Bovee and
Cochnauer (1977) are still applicable. Precautions must be made to avoid
sampling a fish from an area not originally occupied by the fish. The fish
must not be attracted to the gear, sampled in transit from one area to another,
or be frightened into another area and then sampled. The first type of gear
bias can be avoided by abstaining from the use of traps of any kind, angling
(especially with bait or lures), and direct current electrofishing. The
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Figure 40. Joint suitability function for depth and
velocity preferences of brown trout observed in South
Fork Hog Park Creek in southeastern Wyoming.
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Figure 41. Joint suitability function for depth and
velocity preferences of brown trout observed in Lake
Creek in southeastern Wyoming.
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Figure 42. Joint suitability function for depth and
velocity preferences of brown trout observed in Laramie
River in southeastern Wyoming.
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second type of bias is usually associated with gill nets and hoop nets with
leads. It can also occur in sampling turbid streams by any means because it
is impossible to distinguish between a fish in transit and one at rest. A
potential solution for turbid streams is to develop criteria from radio tagged
fish. Otherwise, it is important to avoid sampling when fish are likely to be
moving around, such as dusk and dawn, unless they can be seen. Any sampling
technique can cause "fright bias" if the investigator is not extremely care-
ful. This problem can be avoided by sampling or observing in an upstream
direction. Fish orient themselves into the current and sampling upstream
allows the observer to approach from behind. However, fish often behave like
herd animals and one frightened fish may touch off an aquatic stampede. The
best approaches to avoid this problem are quiet observation from the bank and
snorkel or scuba diving. Bank observations may lead to misidentification
unless the fish are big and readily identifiable.

Finally, if a nonrandom sampling or observational technique is used, the
investigator should normalize or equalize the effort. This can be accomplished
by noting the time taken while sampling a particular habitat area. Sampling
should never be confined to those areas that are more likely to contain the
fish under study. Another imperative is that measurements to define P[E] must
be made at the same flow, and preferably the same time, as the fish observa-
tions. These environmental measurements may be obtained by random sampling or
by the same techniques used to describe a reach in PHABSIM.

7.3 SUBSTRATE AND COVER

The methods of describing and analyzing cover and substrate data have
probably undergone more evolution than any other aspect of PHABSIM. The
hydraulic models used in the system have a long history in engineering and
hydrology, so a fairly standardized.procedure had developed prior to their
adaptation to instream flow analysis. The situation is reversed when the
subject matter is cover and substrate. Although biologists have known that
these two variables are very important to fish and invertebrates, a standard
procedure of description and analysis has not yet been developed. The reader
is advised that the methods presented in this text are not the only ones that
can be used to describe and analyze cover or substrate. The methods described
below really have only one advantage. They have been tested in the model and
are compatible with the system.

The term substrate is used to describe the mixture of particles compris-
ing the streambed. Cover is defined as something that fish can hide under or
behind. Cover and substrate perform essentially the same function, but differ
in scale. While cover applies mainly to fish, substrate provides the same
function to benthic macroinvertebrates and fish eggs. The critical feature of
many forms of cover, and certainly of substrate, is the size of the inter-
stitial spaces between particles. This space can be measured in cubic meters
among boulders and in cubic millimeters among substrate particles.

The analysis of either substrate or cover in PHABSIM requires the use of
a numerical coding system to translate a description of the substrate or cover
into a number that can be read by the computer. A preference curve must then
be constructed to illustrate the relative suitability of each coded value for
a species or a life stage. The development of the coees and their subsequent
use in PHABSIM is discussed below.
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7.3.1 Substrate Codes

The first substrate code used in PHABSIM consisted of a series of integers
describing size classes of substrate particles. This code 1is shown in
Table 26.

Table 26. Original IFG substrate code used to
describe size classes of bed materials.

Code Substrate description

Plant detritus
Clay

Silt

Sand

Gravel

Cobble

Boulder
Bedrock

ONOU P WN =

The code shown in Table 26 was designed to show mixtures of adjacent size
classes. A code of 5.2 designated gravel with 20% cobble. There were several
problems with this code that diminished its utility, the most serious of which
was that the code could not be used to describe mixtures of very different
size classes, such as boulders and sand. The second problem was that the code
did not contain enough biologically important information.

Brusven (1977) developed an improved substrate index that was completely
compatibie with PHABSIM. The Brusven index is composed of a three-digit
number. The integer in the ten's place represented the larger materials in
the matrix, called the dominant particle size. The one's place denoted the
size of the material surrounding the dominant size, called the subdominant
size. The decimal place was used to describe the percent embeddedness of the
dominant size in the subdominant material. The IFG has made a minor revision
to the Brusven index. The integers still refer to dominant and subdominant
sizes, but the decimal is used to describe the percentage of fine material
(sand and smaller) in the matrix. This was done to allow a finer distrinction
among the larger particle sizes. Table 27 shows one suggested expansion of
the basic substrate code from Table 26, for use with the Brusven index. The
codes shown in either table are not the only one's that could be used.
Table 27 does not contain codes for clay, silt, or bedrock, any of which may
need to be described. These can be added only by making room for them by
collapsing the internal gradations (e.g., eliminating medium gravel and
covering the range with small and large gravel). A code of 0.00 is not
permitted because of a default mechanism in the HABTAT program. Zero can be
used as a code for one of the size classes as long as the complete index is
greater than zero. It is better to avoid the use of zero entirely, if possible.
Using the Brusven index and the codes shown in Table 27, a mixture of small
cobble, medium gravel, and 50% fines is represented by 53.5. A large boulder
completely surrounded by sand has an index of 91.9.
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Table 27. Expanded substrate code for use
with the Brusven substrate index.

Code

Substrate description

oo~ wo

Fines (sand and smaller)
Small gravel (4-25 mm)
Medium gravel (25-50 mm)
Large gravel (50-75) mm)
Small cobble (75-150) mm)
Medium cobble (150-225) mm)
Large cobble (225-300) mm)
Small boulder (300-600) mm)
Large boulder (> 600) mm)

7.3.2 Substrate Curves

The next step in incorporating substrate data into a physical habitat
simulation is the development of a curve showing the relative suitability of

each coded value for each organism of interest.

to describe such a curve, but not all code values need to be entered.
computer interpolates between the entered codes and connects the points by
linear segments. Therefore, the only points that need to be entered are the

tails of the curve and intermediate inflection points.
strate curve based on Brusven's index is shown for trout embryos in Figure 43.

SUITABILITY

Up to 99 points can be used
The

An example of a sub-

0 1
O 10 20 22 26

30

34 38 42

SUBSTRATE INDEX

Figure 43. Portion of a substrate curve for trout
embryos using the Brusven substrate index.
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Figure 43 covers only a part of the total range of substrates described
by the Brusven index. Zero suitability has been given to codes 22.9 through
29.9 and 33.9 through 39.9 because these are undefined or unused codes under
this system. For example, a code of 29.9 would be nonsense because the first
integer in the code is reserved for the dominant particle size and gravel is
obviously smaller than a boulder. The combination of boulder and gravel would
be expressed as 92.0 (with no fines). Rather than waste space and time on a
substrate code that should never be entered, the curve skips to the next size
of usable gravel. The curve can be interpreted as follows. The survival of
embryos in gravel is primarily determined by the percentage of fines in the
gravel. A code of 21.0 has a suitability of 1.0 because the code implies a
clean, uniform small gravel with <10% fines. A code of 21.9 has a suitability
of 0.0, because it represents small gravel completely embedded in fines. This
example assumes a linear decline in survival between 0% and 90% fines, but
there is no reason that the survival estimate cannot be shifted. For example,
a 1.0 suitability can be applied between 21.0-21.3 and 0.0 between 21.7-21.9,
implying that up to 30% fines will not affect survival, but anything above 70%
fines causes complete mortality.

7.3.3 Cover Codes and Curves

There are two different approaches that can be taken to analyze the
utility of cover as a function of flow in PHABSIM. The first is to treat
cover as a continuous variable in the same manner as substrate. The second
approach is to treat cover as a discrete variable that conditions the types of
hydraulic characteristics a species will tolerate. Both approaches are pre-
sented below, although we believe that the second approach is easier to use
and much more realistic.

Cover can simply be described as any feature of the stream which provides
reduced lighting, reduced velocity, or increased visual isolation, singly or
in some combination. Even more simply, cover is something the fish can either
get under (overhead cover) or behind (object cover). Thus, the simplest of
cover codes is:

Code Cover type
1 No cover
2 Object cover
3 Overhead cover
4 Overhead and object cover combined

Several questions regarding this code should immediately come to mind.
First, how big is an object? Obviously the size of object used as cover
depends on the size of the fish. Secondly, are all forms of overhead cover
equally desirable? Is the shadow cast by canopy cover as good as overhanging
vegetation that hangs in the water? Is overhanging vegetation as good as an
undercut bank or a root wad or a debris jam? If not, then perhaps the code
should be expanded:
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Code Cover type

1 No cover

2 Objects less than 150 mm in diameter

3 Objects between 150 mm and 300 mm in diameter

4 Objects larger than 300 mm in diameter

5 Overhanging vegetation

6 Root wads or undercut banks

7 Objects less than 150 mm with overhanging
vegetation

8 Objects less than 150 mm with root wads or
undercut banks

9 Objects between 150 mm and 300 mm with
overhanging vegetation

10 Objects between 150 mm and 300 mm with root wads
or undercut banks

11 Objects larger than 300 mm with overhanging
vegetation

12 Objects larger than 300 mm with root wads or

undercut banks

The next layer of complexity occurs when cover is considered in association
with substrate. For some species and life stages, one or the other will
dominate. Brown trout, while rearing, may key on overhead cover regardless of
the substrate; while spawning, brown trout key on the substrate regardless of
the cover. However, some species will exhibit a tendency to select both
conditions. Smallmouth bass, for example, tend to spawn near a cover object
in association with a gravel substrate. A code can be devised such that the
first number in the code refers to the cover type and the second to the sub-
strate type. Building on the previous code, the following example shows the
incorporation of substrate with cover as both an integer and real number code:

Code Cover/substrate type
Integer Real
10 1.0 No cover/silt or mud
11 1.1 No cover/sand
12 1.2 No cover/pea sized gravel (4-10 mm)
13 1.3 No cover/10-25 mm gravel
14 1.4 No cover/25-50 mm gravel
15 1.5 No cover/50-75 mm gravel
16 1.6 No cover/75-150 mm cobble
17 1.7 No cover/150-300 mm cobble
18 1.8 No cover/boulder (> 300 mm)
19 1.9 No cover/bedrock
20 2.0 Object < 150 mm/silt or mud
60 6.0 Root wad, undercut/silt or mud
61 6.1 Root wad, undercut/sand
62 6.2 Root wad, undercut/pea sized gravel
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The substrate portion of the code can also be expanded to reflect dominant
size and percent fines.

Code Cover/dominant substrate/percent fines
5.30 overhanging vegetation/10-25 mm gravel/< 10% fines
5.31 overhanging vegetation/10-25 mm gravel/10-20% fines
5.39 overhanging vegetation/10-25 mm gravel/90-100% fines
5.40 overhanging vegetation/25-50 mm gravel/< 10% fines

The cover codes developed to this point indicate only the type of cover con-
tained in each cell. None of the codes contain any information regarding the
amount of cover contained in the cell. Depth and velocity, and to some extent
substrate, are all continuous variables. That is, there is a continuum of
these variables within the stream, which allows their description from transect
lines. However, cover is a discrete function; it is either present or absent.
Therefore, a transect which adequately describes the distribution of depths
and velocities might not cross any areas having cover, even though cover
features are present in varying amounts within the cell.

This factor presents a bit of a dilemma for personnel conducting the
field work. It is much easier to describe cover on a presence or absence
basis, and this description is more reproducible than estimates of the amount
of the cell having cover. On the other hand, it is logical to say that a cell
having 100% overhead cover should be four times "better" than one having 25%
of the same cover type if the fish prefer overhead cover. The estimation of
cover amounts does not add appreciably to the field time. However, actual
quantification of cover will double or triple the time that it takes to com-
plete measurement of a site. In either case, codification of this information
is relatively easy. Another integer is added to the code to describe the
percentage of a cover type in the cell. For example:

Code % of cell/cover type/substrate/% fines
16.19 10%/undercut/si1t/100% fines

56.19 ] 50%/undercut/si1t/100% fines

96.65 90%/undercut/mded. gravel/50% fines

A code with precision to the nearest 10% of a particular cover type requires
quantification. However, if an estimation technique is used, a code can be
devised using a quartile approach:

Code % of cell/cover type

16.19 < 25%/undercut/sand/100% fines
26.19 25-50%/undercut/sand/100% fines
36.19 50-75%/undercut/sand/100% fines
46.19 75-100%/undercut/sand/100% fines

191



In summary, the amount of information on cover and substrate capable of
being incorporated in a physical habitat simulation can range from a simple
single digit code to a very complex four-digit real number. This procedure
has been left as flexible as possible, so that the user can decide how much
information and complexity to incorporate in the model. However, a very
complex code will undoubtedly exceed the 99 point limit in PHABSIM. The codes
shown above serve only to illustrate the kinds of information that can be
incorporated.

The cover codes described above require an estimate of the preference of
a species by life stage for various cover types. Presently, the lack of data
forces the user to construct cover preference curves based predominantly on
experience and judgment. The logic and assumptions used to build these curves
should be documented as thoroughly as possible. It is usually easiest to
identify the cover type or combination that is most preferred by the species
and then rate all others relative to the preferred type. A table of prefer-
ence by species vs. cover code can then be constructed. Not all intermediate
values need to be recorded; these will be interpolated by the computer. The
points used in the table are entered as substrate data. Figures 44 and 45 are
hypothetical cover preference curves for adult brown trout, corresponding to
the first and last (quartile) cover codes, respectively, and illustrating the
differences in complexity of the curve as a function of the information con-
tained therein.

The cell-by-cell determination of cover type in the reach requires
accurate cover mapping. One problem is the increased field time; even without
a time constraint, cover mapping can be difficult. For example, the ground
elevation of an undercut bank determines, to a large extent, its usefulness as
cover. However, it is often difficult to measure this elevation. Undercuts
can also be discontinuous and their value as cover over- or underestimated
depending on transect placement. Instream objects also present a problem
because it is not the area occupied by the object, but the low velocity area
behind it, that is utilized by a fish. Therefore, the investigator must
attempt to quantify the cover available between rocks rather than the number
of rocks. Spacing of rocks becomes especially important because individual
small rocks may have no cover value singly, while a cluster of the same small
rocks could have great cover value. All of these problems can be dealt with,
although a great deal of forethought is needed.

The use of the cover curve allows the description of a detailed and
complex array of cover types. The biggest drawback to this approach is that
it requires the assumption that fish have the same depth and velocity prefer-
ences with all cover types. It is easy to see the fallacy of this assumption.
A fish hiding under a log might not care if the water is only a few inches
deep. In the absence of overhead cover, the depth might need to exceed 3
or 4 ft to be as acceptable. However, if it is sufficiently deep, an area
with no cover can be equally acceptable as an area with overhead cover.

Similarly, a fish hiding behind a boulder can tolerate (and may actually
prefer) mean column velocities that would be untolerable without the object.
This relationship may be partially resolved by simulating bottom velocities
instead of mean column velocities. However, many fish species select sites in
the stream having low bottom velocities and fast water overhead. This type of
three-dimensional velocity distribution is extremely hard to model, but the
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Figure 44. Simple cover curve for adult brown trout.
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phenomenon can be reproduced simply by stating that a fish will tolerate high
mean column velocities if it can hide behind a rock.

The second advantage of using cover as a conditional factor for depth and
velocity preferences is that no judgements regarding the relative value of
different kinds of cover are needed. Separate depth and velocity functions
for each cover type are required, however. This requirement means that cover
codes must be kept simple. This approach is entirely compatible with the
multivariate suitability function, whereas complex cover curves are not.
Finally, this approach may actually be easier to use than the cover curve.

The concept of introducing cover as a variable in PHABSIM involves substi-
tuting a cover code for a substrate code. Treating cover as a discrete
variable involves treating each cover type as a life stage of a species.
Figure 46 illustrates this substitution. The first curve set represents the
hydraulic conditions used by adult brown trout in association with overhead
cover. Shallow depths, around 0.5 ft, are acceptable with overhead cover,
but, because there is nothing to hide behind, velocities above 1.5 fps are
avoided. The velocity constraint is often minor because the additional rough-
ness adjacent to the banks tends to slow the water. A cover code of 1.0
refers to overhead cover and, with the curve shown, the depth and velocity
curves for that curve set will be applied only in those cells designated by a
cover code of 1.0. The weighting factors for all other cover types are set
to 0.0. The format in the user's library of curves identifies each cover type
as though it were a different life stage by searching the curve identification
number and the life stage identifier. Construction of a curve file library is
discussed in Chapter VI of the PHABSIM manual. (See suggested additional
reading). The resulting output for the HABTAT program is shown in Table 28.
The table now contains weighted usable areas printed out by cover type instead
of by 1ife stage; one full table is printed for each life stage. A separate
program, TOTHAB, is used to obtain the total habitat column shown in Table 28.

Table 28. Example HABTAT output using cover as a discrete variable.

Brown Trout Adults

Discharge Nocover Object Overhead Combined Total
* 1 10.00 278.69 191.39 22.54 0.00 492.62
* 2 15.00 454 .36 498.37 68.29 2.04 1023.06
* 3 20.00 641.29 675.75 63.93 55.71 1436.68
* 4 25.00 814.49 802.10 52.38 111.59 1780.56
*5 30.00 943.54 860.49 56.71 135.23 1995.97
* 6 40.00 1052.36 900.48 63.17 162.16 2178.17
* 7 50.00 1081.43 894.07 87.35 173.29 2236.14
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Figure 46. Example development of conditional
depths and velocities as functions of cover.
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7.4 PASSAGE

7.4.1 Natural Barriers

The analysis of flows for passage requires a different approach to micro-
habitat analysis. The main difference is that only one or two transects are
needed to determine passage flows. Another difference is that the only factors
of real importance are depth and velocity. Depth is frequently the only
variable considered. Furthermore, flows must be provided for microhabitat
year-round while passage flows may apply for only a month or two.

The hydraulic models used with PHABSIM have the option of producing a
table specifying the width of stream having a certain depth at each simulated
discharge. The specified depth is usually entered as some type of minimum or
average clearance requirement for the size of migrating fish. Table 29 sum-
marizes several passage criteria recommended for migratory salmonids by
Thompson (1972) and for white sturgeon by White (1976).

Table 29. Reported depth and velocity passage
criteria for selected species of fish.

Species Minimum depth (ft) Maximum velocity (ft/sec) Source

Chinook salmon
Coho salmon
Chum salmon
Steelhead trout
Large trout
Other trout
White Sturgeon

Thompson (1972)
Thompson (1972)
Thompson (1972)
Thompson (1972)
Thompson (1972)
Thompson (1972)
- White (1976)

OO OOOCO
OO
+ 00 00 00 0O 0o
[ NN R N N o

The minimum recommended clearance requirement should probably be no less
than two-thirds of the body thickness of the fish. The investigator should
temper this criterion by the number and length of crossings the fish must
make. Fish that encounter very few passage barriers can probably negotiate
some fairly shallow water. The same species moving up a stream with many
passage bars may arrive at the spawning area in poor condition if the passage
depths are minimal. Another consideration in establishment of passage criteria
is the vulnerability of the fish to predation while making the crossings. The
depth (or rise in stage) required to initiate migration may also need to be
considered a form of passage criteria. This may be one reason, in addition to
the size difference between the species, that White's depth criteria for white
sturgeon is so much larger than Thompson's criteria for salmon.

Passage flows can be determined from the information contained in the
hydraulic output. The clearance depth is specified in the input, and the
computer calculates both the total width and largest contiguous width of
stream equalling or exceeding that depth. If these values are plotted against
discharge, a graph l1ike Figure 47 is generated.
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Figure 47. Width of specified depth plot used
to determine passage flow.

The Oregon State Game Commission (Thompson 1972) suggests that the total
width of stream having the specified passage depth should be at least 25% of
the top width or that the longest continuous portion be at least 10% of the
top width. These recommendations may be somewhat arbitrary but have been
widely used and accepted by many fisheries agencies.

The above procedure needs to be applied only to the shallowest cross
sections if passage flows are to be determined routinely in the representative
reaches. However, only one or two transects are needed at critical passage
barriers, depending more on the hydraulic model used than on the nature of the
barrier.

7.4.2 Culverts

Whereas the primary factor in passage over natural barriers is usually
depth, the primary factor for passage through culverts is often velocity.
Depth may be a factor at low flow and can be analyzed using the previously
described procedure. Three factors related to velocity are important in
determining the passage of fish through a culvert. These are:
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1. Sustained swimming speed of the fish;
2. Velocity through the culvert; and
3. Length of the culvert.

Swimming speeds of fish are classified as the burst speed, sustained
speed, and cruising speed (Anonymous 1980). The burst speed is defined as the
speed that a fish can maintain for a very short period of time, generally less
than 10 seconds. The sustained speed represents above-normal activity 1less
severe than the burst speed, but still capable of inducing fatigue. The
sustained speed can be maintained. for 300 to 500 minutes by some salmonid
species. The cruising speed can be maintained for extended periods without
fatigue. Swimming speeds for various species are summarized by the Stream
Enhancement Research Committee (Anonymous 1980), and illustrated in Table 30.

Table 30. Swimming speeds for average sized adult
fish of various species (ft/sec) (Anonymous 1980).

Species Cruising speed Sustained speed Burst speed
Brown trout 0-2.3 2.3- 6.2 6.2-12.8
Carp 0-1.3 1.3- 3.9 3.9- 8.5
Chinook 0-8.8 8.8-10.8 10.8-22.3
Coho 0-8.8 8.8-10.5 10.5-21.6
Grayling 0-2.6 2.6- 6.9 6.9-14.1
Lamprey 0-1.0 1.0- 3.0 3.0- 6.2
Shad 0-2.3 2.3-7.2 7.2-15.1
Sockeye 0-3.3 3.3-10.2 10.2-20.7
Steelhead 0-4.6 4.6-13.8 13.8-26.5
Suckers 0-1.3 1.3- 5.2 5.2-10.2
Whitefish 0-1.3 1.3- 4.3 4.3- 8.9

Passage is analyzed by computing the time that it would take the fish to
travel the length of the culvert. There is a large difference in the time
that a fish can swim at its sustained and burst speeds (i.e., 5 hours vs.
10 seconds), so the investigator must decide which criterion will be used.
The time requirement is computed by dividing the length of the culvert by the
resultant velocity of the fish:

L

T= -V (7-11)
Vf Vc)
where T = the time of passage through the culvert
L = the length of the culvert
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v

c the velocity through the culvert

Vf the swimming speed of the fish

The preferred flow would be one which would produce a velocity suffi-
ciently smaller than the sustained swimming speed, so that most of the fish
can pass the culvert in less than 5 minutes. This approach should also be
taken in the design of new culvert crossings. If the mean velocity in the
culvert cannot be sufficiently reduced, consideration should be given to using
a larger culvert or placing baffles in the culvert to provide intermediate
resting areas for the fish. Flow through culverts can be analyzed by virtually
any hydraulic simulation model, up to the stage where the culvert is half
full. Because it may safely be assumed that a culvert represents a length of
uniform flow, Manning's equation (Equation 7-14) can be used. Once the culvert
is over half filled, the relationship between the wetted perimeter and cross
sectional area changes, and the programmed version of Manning's equation
cannot be used. Manning's equation can be used with hand calculations,
however. The wetted perimeter and area must first be determined and the
hydraulic radius calculated. Figure 48 shows how to compute area and wetted
perimeter for a partially filled, round conduit (from Chow 1959).

Figure 48. Computation of area and wetted perimeter
for a partially filled, round culvert.

The wetted perimeter is computed by:

P=1/2 od (7-12)
and the cross section area by:

A =1/8 (6-sin 8)d? (7-13)
where 8 = the exterior angle defined from the center to

the edges of the free surface, in radians
(one radian = 57.3 degrees)

d = the diameter of the culvert
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These parameters are then used to compute the hydraulic radius (R = A/P) and
substituted into the Manning equations:

2/3 172

v=>L2p " s (7-14)
2/3 172

e=1Er " s A (7-15)

The process described above will work as long as neither end of the culvert is
submerged. A pressure head is developed when the culvert is submerged, and
the hydraulics are more like a pipe. The simulation of flow in submerged
culverts is discussed in Linsley and Frazini (1964).

In all equations for submerged culverts, the slope of the culvert has no
bearing on.the velocity of the water. The only factor influencing the flow
rate is the head difference (water surface elevation differential) between
entrance and outlet. This factor becomes even more important for fish passage
when the outlet is suspended above the streambed. Fish must leap from the
stream into the culvert and then, swim through it. The techniques described
in this section address the latter problem but not the former. The jumping
ability of the fish must be considered on a case-by-case basis for each sus-
pended culvert. The Stream Enhancement Research Committee (Anonymous 1980)
suggests the construction of a series of weirs below suspended culverts to
submerge the outlet. Normally, design of instream flows through existing
culverts will be a minor portion of an instream flow study, although it may be
very important in some streams. The inverse situation, designing culverts to
accommodate the existing flow regime and permit fish passage, may be a major
activity for some agencies, especially the U.S. Forest Service, U.S. Soil
Conservation Service, and U.S. Bureau of Land Management.
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8. CHANNEL MODIFICATION TO INCREASE HABITAT POTENTIAL

Physical habitat in rivers is defined by two equally important factors:
channel characteristics and streamflow. A stream with poor channel character-
istics will not support many fish, no matter how much water it carries.
Likewise, a stream with good channel characteristics will not support many
fish if adequate streamflow is not present. Channel modification to increase
habitat potential can be considered any time that changes in flow have little
appreciable effect on habitat availability, as computed by PHABSIM. However,
there are two situations where channel modification for habitat improvement is
practically the last viable alternative capable of maintaining or restoring
stream habitat. The first of these is when the stream has already been
"improved." Channel improvement in the engineering sense means improved water
conveyance ability and reduced flood hazard in the vicinity of the alteration.
The result is usually a biological desert through the channelized section.
The second situation is when competition over a limited water source is so
intense that, for all intents and purposes, negotiation for an adequate
instream flow is unlikely to succeed. When neither side is able (as opposed
to willing) to reduce its demand in the negotiation, three things can happen:

1. One side will win and the other side will lose;

2. An arbitrary decision will be made which probably won't do
either side much good; or

3. Both sides can examine the possibilities of modifying the
channel so that a lower instream flow does not result in a loss
of habitat.

Channel modifications have been attempted in the past for the expressed
purpose of improving habitat. The record for these modifications has been
mixed; some were successes and some were failures. The failures are usually
due to an ineffective biological or engineering design; either the fish do not
use the modified area or it washes out during the spring flood. PHABSIM can
be used effectively for evaluating alternative channel designs, cover features,
and alignments. The major advantage of trial and error on a computer is that,
when a design fails, the only loss is a little computer time and some paper.
The goal of computerized analysis is to identify two or three promising channel
designs that are most 1ikely to succeed in a particular area. To be considered
potentially successful, a channel design must be evaluated according to four
criteria: effectiveness as fish habitat; longevity; installation and mainte-
nance costs; and increase in flood hazard.

8.1 EFFECTIVENESS OF VARIOUS CHANNEL DESIGNS

The procedural pathway to evaluate the effectiveness of a particular
channel design is essentially the same as that used for impact analysis. The
river is measured in its present state and the habitat available for each
target species computed for the existing flow regime. If an alternative flow
regime is proposed, it too is evaluated for habitat potential in the existing
channel.

203



Next, various alternative channel designs are entered into the hydraulic
simulation portion of PHABSIM and the habitat potential reevaluated for either
the existing or proposed flow regime. The investigator can narrow the range
of alternatives considerably by examining the preference functions of the
evaluation species and incorporating design changes which generally reflect
the preferences of the species. Channel modifications can be structural, non-
structural, or mixed. The most effective modification depends on the initial
condition of the stream, the range of streamflows, and the species.

Effectiveness must be evaluated not only in terms of the management
species, but also its food supply. Life stages other than adult may or may
not be evaluated, depending on the type of fisheries management envisioned for
the channel. For example, adults only would be evaluated for a put-and-take
fishery, fry and juveniles evaluated in streams stocked with fingerlings, and
spawning evaluated in streams where natural reproduction is desired.

8.1.1 Structural Modifications

Structural modifications include deflectors, revetments, weirs, headgates,
and artificial cover devices. Structures are commonly used to fulfill one of
three roles: to provide cover; to create channel diversity; or to control the
flow. Obviously, artificial cover objects are used to provide cover. Deflec-
tors, also known as spurs, wing dams, and jetties, are used to direct the flow
in such a way that the force of the water creates habitat by scouring and
filling places in the channel. Revetment is used to protect areas where
erosion is not wanted. Weirs and headgates are used both to direct and control
the flow.

a. Artificial cover devices. Some cover objects are cheap and easily
installed and maintained, but others can be very expensive. One popular
option is the placement of large boulders at strategic places in the channel
(PHABSIM can be used to determine which places provide the greatest benefits).
The feasibility of installing boulders depends largely on a ready supply of
them. For example, this option might be fairly cheap in Colorado, but expen-
sive in I1linois. Another option is the use of old car bodies, refrigerators,
and tires. While these objects are often highly utilized by fish, they are
aesthetic disasters and are not recommended. A satisfactory substitute for a
boulder may be a log that is fastened to the bed or bank with a cable or
partially buried in the bed. If boulders are not available, but large cobbles
are, many cobbles can be held in a gabion (a woven wire or chain link con-
tainer) to create the effect of a boulder. Gabions are usually asthetically
unpleasing in a sport fishing environment and become hazardous when the wire
disintegrates, so their use is discouraged, except as a last resort.

Overhead cover in natural streams can be provided by several conditions.
Low hanging vegetation creates an area of reduced lighting and, if it drags in
the water, it may also create surface turbulence. This type of overhead cover
provides little slowing of the water and virtually no tactual stimulus.
Submerged overhead cover, such as undercut banks, snags, and root wads,
provides all three benefits and is the type of cover most artifical cover
objects are designed to simulate.

In nature, these forms of cover are created by erosion. Snags are created
when banks are undercut to the point that trees near the edge of the stream
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topple in. Undercut banks are created where part of the bank erodes, but part
is held in place by the roots of plants (or occasionally, where a shelf of
resistant bedrock extends into the stream). This should give the investigator
an idea about where artificial covers should be placed: in the erosional
parts of the channel; near the thalweg; and on the outsides of meander bends.
Placement of such objects in depositional areas will result in their loss to
siltation over a relatively short time span.

White and Brynildson (1967) present a design for a combined deflector and
artificial overhead cover structure for use in low gradient streams. The
design of this structure is shown in plan and cut-away views in Figure 49.
The pilings shown in the cut-away view are not to scale. White (personal
comunication 1982) recommends that the pilings be at least 6 ft long. This
construction appears to be very good and should last for a long time, provided
it is not installed ip too steep a stream or one subject to extremely high
flows. The actual construction specifications for this structure can be found
in White and Brynildson (1967).

Another type of artificial overhead cover is the "half log" structure.
This structure consists of one or more logs, split in half, and supported
under each end by a block of wood somewhat narrower than the half log. The
entire apparatus is held together and anchored to the bed by long pieces of
concrete reinforcement bar (rebar). The principal advantages of the half log
are economy and flexibility. Because they are inexpensive, placement for
durability is not the concern that it is for artificial undercuts. Further-
more, the design provides an area of reduced velocity as well as overhead
shelter. The principal disadvantage of half logs is their lack of durability;
if the streambed moves during high flow, the anchors are exposed, and the
apparatus will simply float away.

b. Deflection devices. The purpose of installing deflection devices in
a stream is to direct the flow in such a way that local scour and fill occurs
in the channel, creating a more diverse bed profile. This is frequently a
more economical means of developing pools, point bars, and riffles in a stream
than mechanical excavation. If the structures are properly placed in the
stream, the channel features created can often be self cleaning.

Numerous types of devices can be used as flow deflectors. In many cases,
the material and deflector type is a matter of stability and availability of
materials. More significantly, the placement and alignment of the structures
must be compatible with the channel and the channel materials. Section 6.2.1
jllustrated a number of channel patterns associated with different sediment
characteristics. Thalweg sinuousity in straight channels can be increased by
of fset deflectors, as illustrated in Figure 50. Logs can be used instead of
rock or concrete structures if the flood forces are not too powerful and the
stream is not too large. Sedimentation generally occurs at the downstream
edge of the deflector, creating a straight channel with point bars. There-
fore, this type of structure is most compatible with a mixed load stream and
would be essentially worthless in a bed load stream.

Deflectors should be constructed to do their work at high flows. Low
flows do not have enough power to scour much sediment with or without a
deflector. Any sediment removed at the point of the deflector would be
deposited a short distance downstream anyway. Deflectors designed to redirect
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Figure 49. Construction schematics for artificial overhead
cover structures (from White and Brynildson 1967).
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low flows are severe channel constrictions at high flows. Constriction may
cause flooding in itself, but debris is likely to collect on the deflector,
almost guaranteeing that flooding will occur. The Federal Highway Administra-
tion (Anonymous 1979) recommmends that deflectors should extend no more than
halfway across the channel and be no taller than 1.5 ft. Peninsular deflectors
cause problems with erosion and sedimentation where neither is desirable.
White and Brynildson (1967) provide a very efficient deflector design, illus-
trated in Figure 50. The design prevents the formation of eddies that can
cause bank erosion immediately downstream from the deflector and encourages
point bar formation, thereby extending the effect of the deflector.

The purpose of placing deflectors in the stream is to create habitat areas
through the process of erosion. This may mean that certain places in the
stream will erode where erosion is not wanted. Points of inpingement on the
bank opposite the deflector will be susceptible to erosion and should be
protected if meandering is not wanted. A scour pool develops along the leading
edge of the deflector and, unless the base of the deflector is below the depth
of scour, the structure may be undermined and fall into the pool.

Weirs behave similarly to riffles and, therefore, are most appropriate in
streams normally having a riffle-pool sequence. The spacing of weirs should
follow the general guidelines outlined by Leopold et al. (1964), with the
average spacing of riffles five to seven times the bankfull width. Weirs are
very susceptible to undermining and should be protected by hard surfacing on
the downstream side of the weir. Undermining may be desired, in some cases,
because it provides overhead cover as well as a plunge pool. A special kind
of weir, called a Hewitt ramp, has been designed to permit limited undermining
without causing structural failure. Construction details for the Hewitt ramp
are given in White and Brynildson (1967).

¢c. Headgates and flow control devices. Flow control devices have a
limited, but potentially useful, role in terms of channel modifications to
increase habitat potential. Braided and realigned rivers are often character-
jzed by a main channel, which carries most of the flow, and intermittently
dewatered or stagnant side channels, backwaters, and oxbows that are isolated
from the main channel. It is sometimes possible to direct a part of the flow
through these side channels and derive great benefits in terms of habitat
availability. This may require cutting an opening into the side channel.
During the low flow season, the headgate is opened to allow proportionately
greater flow through the side channel. The headgate can be closed down so
that high flows do not damage the channel.

8.1.2 Nonstructural Modifications

Nonstructural channel modifications are used to enhance existing habitat
conditions or create new ones. They are defined as nonstructural because they
do not utilize a physical structure, such as a deflector or headgate. Non-
structural modifications have several advantages over structural modifica-
tions. The first is that the design of the habitat feature can be established
with more certainty. For example, if a pool is excavated with a backhoe or
bulldozer, it can be built to tighter specifications than building a deflector
and allowing the stream to scour a pool. Second, a nonstructural approach
usually produces immediate results. That is, the habitat is created quickly,
and the only time lag for utilization by fish is the colonization time for the
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fish and its food base. It does not include a lag time for the habitat to be
created through the hydraulic process. A third advantage of nonstructural
modification is that it will probably look more natural than a structural
alternative. The major disadvantage of nonstructural alternatives is that
they tend to be less stable than many structural modifications. However,
maintenance costs can be minimized with a design consistent with the channel
type.

One example of nonstructural channel modification is the excavation or
enlargement of pools. This may take three forms: the excavation of the pool
only; raising the elevation of the hydraulic control (usually a riffle); or
both. Deepening a pool will increase its cross section area, resulting in a
reduction in velocity. Increasing the elevation of a riffle reduces the
hydraulic gradient in the pool, thereby reducing the pool velocity and increas-
ing its depth by an increment roughly equal to the raise in elevation of the
riffle. It is often most effective to excavate the pools and use the excavated
material to build up the riffles. This has the advantage of eliminating the
need for a disposal area for materials removed from the pool or for obtaining
fi11 materials for building up the riffles. However, there are two important
considerations regarding this type of modification. First, any modification
which raises the elevation of a hydraulic control feature, such as a riffle,
increases the possibility of flooding. The second consideration is that the
material placed on the riffle may not be suitable for riffle-living species,
such as macroinvertebrates. Therefore, it may be necessary to dispose of
materials dredged from the pools and import materials to build up the riffles.
Both processes will add to the cost of the project. Care must also be taken
not to deepen the pools too much, because this may cause instability along the
walls or at the ends. This subject will be discussed in the section on
longevity.

Another nonstructural alternative is the construction of floodways or
bypass channels. Floodways are used primarily to alleviate flooding by
dredging or realigning the original channel. To be truly effective, this
alternative must be considered prior to channelization of the existing channel.
A bypass channel is essentially a canal used to carry excess water through or
around a flood prone area, thereby reducing (but not eliminating) the incidence
of overbank flooding of the natural channel. Besides reducing flooding,
reduction of the high flows may also improve habitat in the natural channel.
The feasibility of using a bypass channel is often determined by the avail-
ability of a place to put it. Flow into the bypass can be controlled either
by a headgate or by elevating the entrance so that only flows above a certain
stage are diverted.

A floodway might be envisioned as a channel within a channel. Low flows
are concentrated in the inner (lower) channels. High flows are accomodated by
the outer channels, as illustrated in Figure 51. A floodway acts much the
same way a natural floodplain does, except that it may be kept devoid of
vegetation. Floodways typically lack two desirable features of good fish
habitat: cover and bed profile diversity. Example A of Figure 51 is a typical
configuration for a floodway. Example B of Figure 51 shows some habitat
modifications that can be made without seriously affecting the performance of
the floodway. The floodway can be planted with short to medium length species
of grasses or low shrubs to provide overhead vegetation cover for the fish.
Tall grasses or shrubs provide better cover, but also increase the roughness
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of the floodway and may defeat the purpose of the floodway. Ledges and under-
cuts can be constructed along the sides of the inner channel, but must be very
sturdy as flood flows will concentrate their force along the bottom and sides
of the inner channel.

_______________________ /<——FLOOD STAGE
T ——————— <«——BASE FLOW STAGE

Floodway T

Inner channel

A)

B)

High flow s c{ ogo\ Short grasses or shrubs
cutout naer /

Bed deepened
along one bank

Boulders

Figure 51. Channel improvements that can be made
on a floodway without affecting its performance.

Flood flows can generate very high velocities in a floodway and inner
channel, so it is important to provide refuges for the fish. Boulders placed
in the inner channel serve this purpose and will be used as cover during low
flow. Boulders can also be placed in the outer channel and may, in fact,
provide better refuge from high velocities than those placed in the inner
channel. Care must be used not to place so many boulders in the channel and
floodway that the roughness is increased.

The bed of the inner channel can be modified to form a triangular, rather
than trapezoidal, cross section without modifying the conveyance of water.
The increase in cross section area will provide reduced velocities at high
flows and create lateral bed profile diversity. It is important to leave
parts of the channel as trapezoidal sections when this modification is made.
The trapezoidal sections act as hydraulic controls and will maintain the same
relationship between stage and discharge as the original trapezoidal channel.
If these control sections are removed or altered, the stage-discharge relation-
ship will change, with the possibility that some of the habitat improvement
structures will be dewatered at low flow. .

d. Mixed modification alternatives. Many combinations of structural and
nonstructural modifications can be used in concert to enhance habitat poten-
tial. A few examples follow, but will are not intended to be a comprehensive
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1ist. Excavation of a pool, with adjacent construction of artificial undercuts
(bank hides), may increase the effectiveness of both modifications. Often,
the diversion of water into a side channel, and either nonstructural or struc-
tural improvement of the side channel, is more practical and effective than
modifying the main channel (Wegner 1980). This is particularly true if flow
into the side channel can be controlled by a headgate or other means. Another
combination is the use of boulders to protect pockets of spawning gravel from
being flushed away.

8.2 LONGEVITY

No structure or channel modification will last forever. If modifications
are very well designed regularly inspected and maintained, and no major floods
occur, they may last 100 years. Most habitat improving structures and modifi-
cations in active streams (those with other than a flat hydrograph) rarely
remain intact for 10 years. Replacement costs may be greater than the original
installation when the total cost of a design is computed. A structure may be
designed to withstand a 100-year flood event, but the cost of installing it
will be very high. Conversely, a structure designed to withstand a 2-year
flood event may have to be replaced two or three times in a 10-year period.
In some cases, it may be desirable to design a structure or channel shape
which is gquaranteed to fail at a particular flow. This may be needed to
reduce a flood hazard created by the modification. Many channel modifications
are not designed to withstand any flood event and must be replaced every year.

Much of what is known about designing stable channels comes from the
design of irrigation canals. While this constitutes a fairly extensive body
of knowledge, it is appropriate for uniform flow hydraulics. Few rivers
naturally exhibit uniform flow characteristics. If they do, that is probably
the one characteristic that will be changed in order to develop habitat.
There are three primary considerations governing the longevity of a particular
design: siltation; erosion of bed and banks; and scour associated with struc-
tures. The essential difference between design of a stable canal and a
"stable" river is the frequency of scour and fill. A canal is designed in
such a way that it neither scours nor fills. However, the discharge in a
canal does not vary over time like that of a river. Therefore, river channel
modifications must be designed not only to accomodate, but to take advantage
of, the features resulting from inevitable scour and fill.

8.2.1 Siltation

Siltation is a more general problem than the obvious effects of filling
pools with sediment and changing the cross section shape. Even small amounts
of fine sediments can fill the pore spaces in cobble or gravel beds, seriously
reducing the suitability of such substrates for invertebrate production or egg
incubation. These changes can occur without significantly affecting the cross
section shape.

Sedimentation is affected by both the size and the amount of sediment in
transport. Accordingly, there are two approaches which can be used to evaluate
the potential for siltation. The first is the use of transport models. These
models address both components of size and amount, but require specialized
training in their use. A simpler approach, using a threshold concept, can
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also be applied to this type of problem. There are several threshold concepts,
but the most common type utilizes the tractive force. The tractive force is a
measure of the drag or shear created by moving water in contact with the bed.
The average value of the tractive force per unit wetted area is called the
unit tractive force and is defined as:

1, = WRS (8-1)
where T, = the unit tractive force in pounds per square foot
W = the unit weight of water (about 62 pounds per cubic foot)
R = the hydraulic radius in feet
S = the energy slope, dimensionless

The critical tractive force, 1 is the value of the unit tractive force

c’
at which the movement ‘of a particular size of sediment ceases. The U.S.
Bureau of Reclamation has developed the concept of a permissible tractive
force. This value is the maximum unit tractive force which will not erode the
bed, but likewise will not result in siltation by various sizes of sediment
(Chow 1959, 1964). These values are summarized in Table 31.

Table 31. Summary of critical and permissible tractive
forces for channels transporting various sizes of sediment
(from Chow 1959, 1964).

Permissible tractive force

Particle Critical
size tractive force Clear water High silt content

(mm) (1bs/ft?) (1bs/ft?) (1bs/ft?)
0.125 0.016 0.026 0.080

0.25 0.017 0.028 0.081

0.50 0.022 0.031 0.088

1.0 0.032 0.038 0.094

2.0 0.051 0.059 0.110

4.0 0.089 0.105 0.116

A size fraction of sediment will cease movement when the unit tractive
force is less than the critical value. Because the slope and hydraulic radius
changes throughout the length of the river (the slope may approach zero in a
pool), there will be some places with sufficient tractive force to move certain
sized particles and other places lacking sufficient tractive force. Thus, the
tractive force technique can be used to determine whether or not a particle of
a certain size will be deposited in various parts of the stream.
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The tractive force method will not quantify how much sediment will be
deposited. Its principle value is in designing a channel which will not silt
at all. Unfortunately, if this is the only criterion applied, it is unlikely
that a totally nonsilting channel can be constructed that has very much effec-
tiveness in terms of fish habitat. Silting in some areas, such as pools, may
need to be considered inevitable. As long as the silt can be removed during a
flushing or high runoff streamflow, there may be no problem. However, if the
potential exists for a large accumulation of sediment, a more rigorous tech-
nique than the tractive force method must be employed.

8.2.2 Erosion

Several types of erosive processes must be considered in the design of a
channel modification: erosion of the streambed; erosion of the banks; and
erosion in association with structures placed in the stream. In some cases,
as in those mentioned in the previous section, some erosion is desirable.
Erosion is not desirable in other cases, such as bank erosion along private
property.

Bed erosion is often an insignificant consideration. In fact, it may be
beneficial in terms of fish habitat. Too much bed erosion may result in
oversteepening of the banks or riffles entering the pools. This may induce
instability in the system, resulting in bank failure, degradation of riffles,
or both. This factor should also be considered with mechanical excavation.
The tractive force equations and maximum permissible tractive force method can
be used to determine whether or not bed erosion will occur. However, if it is
determined that erosion will occur, the size distribution of underlying sedi-
ments must be known in order to determine how far the stream will degrade.

Unchecked bank erosion, particularly when it occurs along privately owned
land, is an undesirable consequence of channel modification. One obvious
reason is that bank erosion may substantially undo previous habitat improve-
ments. This is probably the most common cause of failure of artificial
undercuts (bank hides). The eroded bank also becomes a sediment source for
the filling of pools. However, perhaps the single best argument for preventing
bank erosion along private property is that once it occurs, it may encourage
realignment of the channel and bank stabilization.

Several types of forces act on the banks, any of which are capable of
moving sediment. The tractive forces along the edge of a channel are smaller
than they are in the center, but particies along the edge are subject to
gravity forces which tend to cause the particle to roll toward the center. If
we define the tractive force parallel to the channel as F1 and the gravity
force perpendicular to the channel as F2, the resultant of the two forces
acting on a particle is:

R = (Fy? + Fy1)l/? (8-2)

The magnitude of the gravity force acting on the particle is determined
by the steepness of the bank and the size and shape of the particle. The
latter two items define the angle of repose for an object. This concept is
similar to the concept of the coefficient of friction in mechanics. The

213



larger and more angular the object, the larger its angle of repose. Chow
(1959) presents angles of repose for a number of objects of different sizes
and shapes. ‘

Once a nonscouring tractive force has been determined for the bed, a
noneroding tractive force for the banks can also be determined (Chow 1959).
The permissible tractive force along the banks can be found by:

. 1/2
_ _ sin?%g _
g = 1 cosf [1 ;7575] (8-3)
where 1 = the permissible tractive force along the sides
g = the permissible tractive force along the bed
§ = the angle of the side slope to the horizontal
8 = the angle of repose for the bank material

These tractive forces refer to straight channels in course, noncohesive
materials. Cohesive materials in the banks allow an increase in the permis-
sible tractive force. Banks with large quantities of silt and clay have such
cohesive' forces that the gravity component can safely be ignored. Tree roots
also provide a large amount of cohesion, but it is spotty, allowing erosion
and cavitation of noncohesive materials not protected by the roots. At some
point, the cavities may become extensive enough to allow a rotational failure
of the bank. For sinuous channels, the permissible tractive force along the
bank should be reduced. Approximate percentages of reduction are 10% for
slightly sinuous channels, 25% for moderately sinuous channels, and 40% for
very sinuous channels (Lane 1955b).

While silt-clay banks are fairly resistant to erosional forces; however,
they can fail through another process, rotational or slump failure. This
occurs when the bank becomes saturated, and the water level in the stream is
reduced rapidly. The pore pressure in the banks exceeds the cohesive forces,
and the toe of the bank slips out toward the stream. This results in an
approximately semicircular failure of the bank. In this case, layering the
bank with riprap will not prevent failure; the riprap will fail right along
with the rest of the bank. Likewise, bank vegetation is little protection
against this type of failure. About the only way to prevent it is to reduce
the bank side slope or to avoid rapid fluctuations in the streamflow. This
problem is primarily confined to banks with fine cohesive materials. Coarse,
noncohesive banks drain quickly so that pore pressures do not remain high for
long, and the side slopes are usually lower for these banks.

The third type of erosion occurs at very sharp bends in a river and
around objects which obstruct the flow. In either case, the flow accelerates,
creating a vortex. The creation of a vortex, and associated erosional pro-
cesses, are extremely difficult to quantify. The computational procedures
alone are enough to dissuade most people from attempting to quantify this type
of scour. Most of our knowledge of vortex erosion has been developed in
association with scour around bridge pilings. Empirical relationships have
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been developed for certain types of vortex erosion. One commonly used rela-
tionship is that the depth of scour below a boulder or weir is equal to 1.25
times the height of the object. This relationship was developed for gravel
beds and would probably change according to bed particle size.

Vortex erosion is not something that can be ignored. Even the simple
habitat improvement practice of placing boulders in the channel can be undone
by vortex erosion. A scour pool may develop behind the boulder, and the first
thing that happens is that the boulder rolls into the hole. There are two
pieces of advice that should be heeded by the fisheries biologist contemplat-
ing channel improvement. First, if a structure or object is to be placed in a
stream, a competent hydraulic engineer should be consulted. Second, if a
structure of similar design has been placed elsewhere, it should be examined
to determine the resulting channel changes.

8.3 FLOOD HAZARD

Some modifications to a channel can increase the potential for overbank
flooding. Naturally, any modification which decreases the size of the channel
can result in increased flood potential. Modifications which fall under this
category include raising the elevation of a riffle and the placement of weirs
and deflectors in the channel.

The second type of modification which can increase flood potential is
anything which radically increases channel roughness. For example, one boulder
placed in a channel will probably have a negligible effect on flood stage.
The placement of numerous boulders in the channel may effectively double or
triple the resistance to flow, creating the potential for increased flooding.
Large aggregations of boulders also act as debris traps and may create debris
dams.

The last consideration with respect to flooding is the consequence of
failure of a structure. This is primarily a concern associated with artificial
cover structures, especially artificial undercuts and half log structures.
When these devices fail, they become part of the debris load. Furthermore,
they tend to fail as a unit, creating a raft of floating debris. If this
debris load collects in the throat of a culvert or on bridge pilings, or even
on a riffle or gravel bar, it can create a serious flood problem. This debris
alone would not normally create much difficulty. However, when it is joined
by all the other debris in the river and flooding results, a disproportionate
part of the blame may be placed on the failed structure. The most desirable
preventative measure would be to design such structures to be failure proof.
However, this is unlikely, and the investigator should evaluate areas down-
stream of the modification to determine potential lodgement points. It may be
necessary to change the dimensions or the materials used in the structure so
that they either pass the lodgement point (downsizing) or never get there
(upsizing). White and Brynildson (1967) have compiled a collection of channel
modifications that either do not work or create more problems than they solve.
These devices have been illustrated in Figure 52, with comments regarding the
problems associated with the structures.
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Figure 52. Channel improvement structures that cause more
problems than they solve (from White and Brynildson 1967).
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8.4 SUGGESTED ADDITIONAL READING

Anonymous. 1979. Restoration of fish habitat in relocated streams. U.S.
Department of Transportation, Federal Highway Administration. FHWA-IP-
79-3. 63 pp.

Chow, V. T. 1959. Open-channel hydraulics. McGraw-Hill Book Company, NY.
680 pp.

Chow, V. T. 1964. Handbook of applied hydrology. McGraw-Hill Book Company,
NY. 1418 pp.

Wegner, D. L. 1980. Uinta River habitat development study. U.S. Bureau of
Reclamation, Utah Projects Office, Provo, UT. 170 pp.

White, R. J., and 0. M. Brynildson. 1967. Guidelines for management of trout
stream habitat in Wisconsin. Wis. Dept. Nat. Res. Tech. Bull. 39.
65 pp.

Wydoski, R. S., and D. A. Duff. 1978. Indexed bibliography on stream habitat
improvement. U.S. Bureau of Land Management, Denver, CO. 35 pp.
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APPENDIX A. BLANK FORMS FOR USE WITH IFIM

This appendix contains blank forms that can be used at various stages in
the preparation of output data from the IFIM. These forms are provided for
the convenience of the user and are not intended to constrain data preparation
to any specified format. The user should copy as many of the forms as needed
for an analysis prior to compiling and analyzing the data.

The first two sets of forms are the checklists of project scoping and
site selection activities illustrated in Chapters 2 and 3, respectively.
These checklists should be copied and filled out prior to the initiation of
any field work.

Form A is a general description of the geography, location, and hydro-
logic characteristics of each segment used in an analysis. If more than one
study site describes the microhabitat of a segment, the length of the segment
represented by each site should be entered on Form A. All computations and
graphs used to determine the water supply characteristics of the segment
should be attached to this form.

Form B is used to compute the total segment habitat for a single life
stage of an evaluation species over a range of streamflows. Several copies of
Form B will be needed if:

1. The length of stream having suitable water quality and tempera-
ture changes by month or season; or

2. The evaluation species utilizes different microhabitats by
month or season.

The month or season to which the total segment habitat applies should be
specified at the top of Form B. The time period should also be specified if
the habitat computations apply to the entire year. Form B should be filled
out in the following manner:

1. Record the first discharge to be analyzed under Column A.
Normally, discharges are recorded from lowest to highest;

2. Record the identification code(s) for each study site used to
represent the segment under Column B;

3. Record, in Column C, the unit WUA in square feet per mile for
each study site, corresponding to the discharge recorded under
Column A;

4., Determine the length of stream represented by each study site
that has suitable water quality and temperature at the discharge
recorded under Column A. Note that this distance applies to
each study site individually. (See Section 5.1 for sample
preparation of this data.) Record the length of stream having
suitable water quality and temperature for each sutdy site
under Column D;
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5. Check all downstream segments for critical passage barriers.
If any downstream barrier is impassable at the flow recorded in
Column A, enter O under Column D, and note passage problem on
form. Note that this restriction applies only to those life
stages which must migrate to complete their 1ife cycle (such as
spawning) or to maintain their productivity (such as moving
into a feeding area);

6. Compute the habitat subtotal for each study site in the segment
by multiplying corresponding values in Columns C and D. Record
the subtotal for each site under Column E;

7. Compute the segment total habitat by adding all subtotals for
the discharge under Column A, and record the total under
Column F; and

8. Enter a new discharge under Column A and repeat steps 2-8 until
the range of discharges has been covered.

It is strongly suggested that the user organize a filing system for
handling all the data produced by this methodology. Each file should contain,
at a minimum, one Form A and all Forms B pertaining to a segment. It is also
advisable to include field books, summary sheets, final computer calibration
runs, photographs, and maps pertaining to the segment in the file. A separate
file or a subsection of this master file should be reserved for data interpre-
tation and display materials and all computations and decisions made leading
to a recommendation or conclusion.

Form C is a copy of the optimization table illustrated in Section 5.2.3.
This form is sometimes used to arrive at instream flow recommendations and is
included solely for the convenience of the user. Section 5.2.3 should be
reviewed thoroughly so that the assumptions and implications associated with
Form C.are fully understood.
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CHECKLIST OF SCOPING ACTIVITIES

Study objectives have been identified and stated.
Project area has been reconnoitered.
Length of mainstem to be included in study has been determined.

Environmental conditions affected by proposed action have been
identified (check those which apply):

Watershed
Channel structure
Water quality
Temperature
Fiow regime
Initial contacts with professional personnel have been made.

Tributaries to be included in study have been identified, if
applicable.

Topographic maps of area have been obtained.
Geologic maps of area have been obtained, if available.
Streamflow records for area have been obtained.

Arrangements have been made to develop synthetic hydrographs
for ungaged streams.

Equilibrium conditions of watershed and channel have been
evaluated.

Arrangements have been made to model future channel structure,
if necessary.

Existing water quality characteristics have been evaluated and
screening equations applied to determine future water quality
status.

Arrangements have been made to model future water quality, if
necessary.

Longitudinal distribution of species has been determined.
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CHECKLIST (Concluded)

Evaluation species have been selected.

Pertinent details of target species have been compiled (life
history, food habits, water quality tolerances, and micro-
habitat usage).

Periodicity charts for target species have been prepared and
referenced to stream segments (see Chapter 3).

Display and interpretation requirements have been determined

and acquisition of biological data, if required, has been
included in study design (see Chapter 5).
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CHECKLIST FOR ESTABLISHING STUDY AREAS

Topographic maps or suitable substitutes (e.g., aerial photos
or other maps) of the study area have been assembled so that
entire area is shown on one map.

Tributaries accreting more than 10% to the average base flow
below the confluences have been identified. and marked on the
map.

Diversions removing more than 10% of the total flow of the
river above the diversion have been identified and marked on
the map.

Ground water sources or diffuse small tributaries, which in
aggregate add 10% to the average base flow or add 10% to the
drainage area-precipitation product, have been isolated and
marked on the map.

Longitudinal profile of stream(s) has (have)‘been constructed.

Segment boundaries, based on relief, have been determined and
marked on the map.

Significant sediment sources, such as moraines, landslides, and
areas of sediment-generating land use, have been identified and
marked on the map (if applicable).

Locations where channel sinuosity or width to depth ratio
changes appreciably (more than 25%) have been identified and
marked on the map (if applicable).

Locations where channel shape, channel pattern, bed particle
size, or bank vegetation change appreciably have been identified
and marked on the map (if applicable).

Stream reaches containing populations of coldwater species and
warmwater species, as well as transitional reaches, have been
identified and marked on the map (if applicable).

Point sources of pollution or thermal effluent have been located
and marked on the map (if applicable).

Areas of land use affecting nonpoint pollution have been identi-
fied and marked on the map (if applicable).

If water quality is suspected to be a problem, or may be a
problem under a proposed action, an expert has been consulted
and water quality monitoring or modeling stations have been
identified and marked on the map.
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CHECKLIST (Continued)

If watershed or channel change problems are anticipated, an
expert in sediment transport and channel change has been con-
sulted and appropriate actions recommended.

Segment boundaries isolating lengths of stream of less than
10% of the tota) stream length have been consolidated (remember
well defined segment boundaries take precedence over poorly
defined boundaries).

Average width of stream within each segment has been determined.
Length of candidate representative reaches has been calculated.
Candidate representative reaches have been marked on the map at
appropriate spacing and numbered sequentially from the bottom
of the segment to the top.

Candidate reaches having bridge crossings have been eliminated.
Three to five representative reaches have been chosen at random

for each segment.

If not random, how were the representative reaches selected?
Why?

Critical reaches, if present, have been identified and marked
on the map (may include reaches less than 10% of total stream
length in segment).

What is the nature of the critical reach? (e.g., culvert,
shallow bar inhibiting passage, or spawning areas).

Selected reaches have been inspected, redundant reaches elimi-
nated and new reaches added where unrepresented portions of the
river are detected.

Landowner permission to work at selected reaches has been
obtained (if applicable).
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CHECKLIST (Concluded)

If landowner permission to work at selected reaches is denied
or the selected reaches are inaccessible, alternate reaches
have been selected (if applicable). If so, how were the alter-
nate sites selected?

Lengths of stream represented by representative reaches have
been determined.

Lengths of stream represented by critical reaches have been
determined.
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FORM A

Stream name:

Segment number:

Segment boundaries: upstream downstream

Number of representative reaches in segment:
Number of critical reaches in segment:

Nature of critical reach(es):

Passage barriers downstream? yes no

Computation of represented segment lengths

River miles to River miles to
bottom of represented top of represented Length of
Study site section from lower section from lower segment
ID segment boundary segment boundary represented

Streamflow characteristics:
Dominant discharge for segment
(attach flood frequency recurrence interval curve)

Monthly streamflow distribution:
[attach monthly flow duration or recurrence interval curves (12)]

Exceedance Month
probability 0 N D J F M A M J J A S

10%
50%
90%
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FAY

Stream name:

FORM B

Segment [D:

Month or season:

Evaluation species:

Life stage:

A B [ D E F
Discharge Reach or Unit WUA Length of Segment Segment
study site for reach represented subtotal total
1D or study segment having habitat habitat
site suitable water (c x d) {sum £ for
(WUA/1,000 ft x 5.28) quality and each Q)
temperature
(mitles)
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APPENDIX B. MATHEMATICAL DERIVATION OF FOOD REQUIREMENTS AND SUPPLY

Balancing the food supply to the food requirements for optimum production
of fish has long been a problem in fish culture. The manager of a natural
stream fishery has an additional problem rarely faced by the fish culturist,
namely that the total food supply only consists of what is available in the
stream. Manipulation of the food supply in a natural stream follows the same
rules as management of the fish population in the absence of stocking. That
is, changes in the food supply can be affected by management of the environ-
ment, but usually not through direct intervention, such as artificial feeding.
The following discussion presents one possible method of determining the food
requirements of the fish community and the adequacy of the total food supply
to meet those needs. All the data needed to use this approach are not avail-
able at this time, so the method cannot be used in instream flow or impact
studies. The discussion is included as a subject for future research.

On the surface, the problem seems quite simple. The investigator needs
only(!) to determine how much food a single fish requires, how much food is
grown per square meter of habitat, how many square meters of food producing
habitat are required to support one fish, and how many fish are present.
Unfortunately, the first two steps involve a number of factors which are not
constant, even in the same stream. The resolution of these factors becomes
even harder when extended over many streams and geographic areas. However,
there are some generalizations that can be made regarding both the food
requirements of the fish and the food producing capability of a stream.

There are three principal methods of determining the food requirements of
fish: (1) the whole biomass method; (2) nitrogen budgets; and (3) energy
budgets. The common weakness of all three methods is that food consumption
and assimilation are measured under laboratory conditions. These measurements
must be extrapolated to the field situation, which often requires assumed
correction factors to accommodate differences in activity, temperature, season
or other environmental variables. A good description of all three methods,
including a discussion of their strengths and weaknesses and method verifica-
tion, if any, is given by Mann (1967). The energy budget approach developed
by Winberg (1956) appears to be the easiest and most applicable method for use
with the IFIM.

The energy budget approach avoids several of the disadvantages inherent
to the whole biomss and nitrogen budget methods, especially variations in the
maintenance ration due to size and temperature. The energy budget method is
based on the assumption that the energy content of the food equals the sum of
the energy contents of: (1) the material lost in egestion and excretion;
(2) the material retained in growth; and (3) the material metabolically broken
down. Egestion, excretion, and growth are measured directly; the metabolic
rate is determined by measuring oxygen consumption. Assuming that the diet
contains a mixture of fats, carbohydrates, and protein, the consumption of
1 m1 of oxygen is the energy equivalent of about 4.8 calories (Mann 1967).

The primary contribution of Winberg (1956) to the development of the
energy budget approach was the standardization and generalization of oxy-
calorific data. Two general principles were evident once these data were
standardized to a common temperature. The first was that the resting metabolic
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rates of virtually all species of fish were close to, or coincided with,
Krogh's normal curve. This curve illustrated the nonlinear relationship
between resting metabolism and temperature. The metabolic rate, as measured
by oxygen consumption at 20°C, can be corrected to any other temperature by
dividing it by the appropriate factor from Table B-1. The second principle is
that the metabolic rates for a species can be expressed as an exponential
function of the weight as follows:

aw® (B-1)

Q
where Q = the resting metabolic rate at 20°C expressed in
ml oxygen/hr

a = the proportionality constant, equal to the total
metabolism of an animal of unit weight

W = the weight of the animal
K = a constant that indicates the rate of change in

metabolism with increase in weight

Table B-1. Correction factors for adjusting metabolic rates as a
function of temperature (from Winberg 1956). Divide the known
metabolic rate for 20°C by KT to obtain the rate at T.

T KT T KT

5 5.19 18 1.20

6 4.55 19 1.09

7 3.98 20 1.00

8 3.48 21 0.920
9 3.05 22 0.847
10 2.67 23 0.779
11 2.40 24 0.717
12 2.16 25 0.659
13 1.94 26 0.609
14 1.74 27 0.563
15 1.57 28 0.520
16 1.43 29 0.481
17 1.31 30 0.444

Table B-2 contains the proportionality values and rate coefficients for
numerous species at 20°C. Winberg (1956) noted that, with the exception of
Cyprinodontiformes, most species conform approximately to the equation:
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Q=0.3y08 (B-2)

This generalization was extended to several species for which there were
insufficient data to determine the proportionality and rate coefficients.
Data for these species were. plotted along the line representing the general
Equation (B-2). The fit of the data to the line was very good for perch
(assumed to be yellow perch, Perca flavescens) and pike (assumed to be northern
pike, Esox lucius). The fit was not as good for other freshwater percidae,
with many of the data points below, but roughly parallel, to the line. This
indicates that the rate coefficient of 0.81 is about right, but that the
proportionality coefficient is slightly less than 0.3. Unfortunately, the
species included in Winberg's (1956) data for "other percidae" are unknown.
The assumption of a proportionality coefficient of 0.3, while arguable from a
theoretical standpoint, is probably well within the acceptable error bounds of
the IFIM.

Table B-2. Proportionality and rate coefficients of metabolic
- change for various families of fish (from Winberg 1956).

Family or Proportionality Metabolic

Species coefficient exponent
(a) (K)
Carp 0.343 0.85
Sturgeons 0.391 0.81
Salmonids (general) 0.498 0.76
Atlantic salmon (fingerling) 0.400 0.81
Cyprinids (except carp and goldfish) 0.336 0.80
Cyprinodontiformes 0.192 0.71
A1l freshwater fishes 0.297 0.81

Winberg (1956) also synthesized published data on-the proportion of food
energy assimilated and egested. He concluded that about 80% of the food
intake was actually assimilated, and 20% was lost through egestion and excre-
tion. Therefore, the total food energy intake must be increased by the inverse
of 0.80, or:

FE = 1.25 [EM + EG] (B-3)
where FE = the total food energy required by the fish
EM = the energy used in metabolism
EG = the energy used in growth
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Active metabolism in natural stream situations was assumed by Winberg (1956)
to be about double the resting rate under laboratory conditions. Mann (1967)
noted that the active metabolism rate for other animals varies from 1.5 to 2.5
times the resting rate and agreed that a factor of 2.0 is appropriate for
active metabolism in fish. Warren and Davis (1967), while not taking exception
to the doubling of the laboratory rate, noted that the metabolic rate in
natural streams depends on the activity of the fish, the availability of food
(i.e., the amount of foraging required to obtain food), the energy value of
the food, and the conversion efficiency. Warren and Davis (1967) presented
caloric values for several food organisms typical of trout streams and many
cool and warmwater streams. The mean value of midge (chironomidae) larvae was
5.27 kcal/gram dry weight. The caloric values for stonefly naiads, tubificid
worms, and sculpins were 5.36, 5.49, and 5.29 kcal/gram dry weight, respec-
tively. These mean caloric values, representing a broad spectrum of food
items, are remarkably similar. An assumed value of 5.3 kcal/gram dry weight
would be acceptable in an instream flow analysis of food requirements. This
translates to an approximate value for potential energy stored in growth of
1 kcal/gram fresh weight (Mann 1967; Warren and Davis 1967).

Variations in conversion efficiency can be confusing, perhaps needlessly.
In a heirarchy of trophic levels, approximately 10% of the total energy at
each trophic level is transferred to the next higher level (Odum 1957).
Winberg's (1956) equation refers to assimilation efficiency, which is the
ratio between energy assimilated and energy consumed. Efficiency terms that
describe the ratio between growth and consumption are largely irrelevant to
Winberg's equation because food energy assimilated but not used for metabolism
will be used in growth.

The food requirements of one age group of fish for one month can be
calculated from data already available from other steps in the application of
the IFIM. The data needed are:

1. The mean temperature for the month;

2. The average weight and approximate number of fish in the cohort
at the beginning of the month; and

3. The average weight and approximate number of fish in the cohort
at the end of the month.

The average weight of the fish at any time during the growing season can
be approximated from the age-weight relationship used to compute habitat
ratios between life stages. The average weight at the beginning and end of
the growing season must be known or estimated. The growth rate may be assumed
to be linear or exponential, and growth during the winter may or may not be
zero. Assuming linear growth rates, the growth coefficient (G) is estimated
as follows:

G= (W, - W,)/T (B-4)
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where G = the growth coefficient

W, = the average individual weight at the end of the
growing season
W, = the average individual weight at the start of the
growing season
T = the length of the growing season, in months

The weight of an individual at the beginning of any month is calculated as:

W= WGt (B-5)

where W the weight of the individual at the beginning of

month m

W = the weight of the individual at the beginning of
the growing season

G = the growth coefficient

t = the time in months from the beginning of the
growing season to the month of interest

The growth coefficient (G) can be solved for exponential growth by the
following equation:

In WZ/W;
G=—vF— (B-6)
where G, W,, W,, and T are the same values used in Equation B-4.

The average weight of an individual at the beginning of any month can be
calculated as:

W= well

n o (B-7)

The actual amount of growth during a month can be calculated by subtracting
the beginning weight for that month from the beginning weight for the next
month.

The food requirement for one individual of an age group for a month is
computed by the following sequence:

1. Compute the resting metabolic rate at 20°C for the weight of
the animal at the start of the month by:
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a month.
the month.

Q=0.3w0-8

Correct the resting metabolic rate for the mean monthly
temperature (from Table B-1):

Il =
Q' = /K,
Double the value of Q' to obtain the active metabolic rate.

Multiply Q' by 4.8 cal/ml 0, x 720 hours/month to obtain total
caloric intake needed for mctabolism: .

EM = Q' x 4.8 x 720 (see Equation B-3)

Multiply the growth increment (grams) for the month by 1,000
cal/gram to obtain the energy required for growth.

Add the results from Steps 4 and 5, and multiply the sum by 1.25
to obtain the total caloric intake requirement.

Divide the value from Step 6 by 1000 cal/gram to obtain the
grams of food required.

The sequence described above gives the food requirements of one fish for
The next step is to estimate the number of fish of that size during

The mortality rate of older fish is commonly linear, while mortal-

ity in young fish is usually exponential. A linear mortality rate may be
calculated by:

where

R= (N, - N/t (B-8)

R = the mortality rate

N_ = the number of individuals at the beginning of the
time increment

=
i

the number of individuals at the end of the time
increment

t = the time increment in months

From Equation B-8, the number of individuals during any month can be computed

by:
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N, = N, Rt (8-9)

where Nt’ No’ t, and R are the same as in Equation B-8.

Exponential mortality rates can be expressed by:

In N, N
R=—0 (B-10)
and the number of individuals during any month as:
_ -Rt -
Nt = Noe (B-11)

where, Nt’ No’ R, t are the same terms defined in Equation B-8.

The number of individuals in a cohort during any month is calculated from
either Equation B-9 or B-11, with the mortality rate computed from the annual
mortality rate used in the determination of life stage ratios. This number is
multiplied by the food requirement of one fish (Step 7) to determine the food
requirement for the cohort. This process is repeated for each month (note
that there is a food requirement even during months of no growth) for each
cohort utilizing the same food source. The advantage to this approach is that
food requirements may be added across species using the same food source,
yielding total food requirements for that portion of the fish community.

The food producing habitat needed to support a given biomass of fish must
still be determined. Mann (1967) notes that food stocks are very intensively
grazed by natural populations of fish. Study results quoted by Mann indicate
that the amount of food consumed by a fish population each year equals 6 to 50
times the average benthic biomass available at any time. The disparity between
the annual food requirement of fish and the amount of food available at any
time is largely explained by the high ratio of production to biomass among
benthic invertebrates. This ratio is inversely related to the life span of
the organism. Based on data from the River Thames, Mann (1967) suggested that
the production to biomass (P/B) ratio for animals taking 2 years to complete
their 1ife cycle is about 2:1. The ratio for animals with a 1 year life cycle
is about 5:1; for species completing several generations per year, the ratio
may be 2 10:1. Waters (1981) reported an average P/B ratio for Gammarus
pseudolimnaes over a 5 year period as about 6:1. G. pseudolimnaes has a
15-month 1ife cycle (Mann's data would suggest a P/B ratio of about 5:1). The
P/B ratio depends, in part, on the degree of cropping of the benthos. Lightly
grazed benthic populations may become very dense and be limited by available
food and space. Such populations may have a production to biomass ratio as
low as 2:1. Conversely, the production to biomass ratio in intensively grazed
populations may exceed 10:1 (Mann 1967).

The amount of variation in the P/B ratio may diminish or negate its
usefulness in estimating benthic production. Variations in the P/B ratio,
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however, are much smaller than variations in the average biomass of inverte-
brates on the streambed. Multiplying the P/B ratio by the average biomass
yields an estimate of annual production. Many different measurements of
biomass must be made during the year in order to compute the average biomass.
Therefore, it is much more efficient and accurate to have an aquatic entomolo-
gist or biologist trained in production measurement techniques to measure
production directly.

Most studies of invertebrate production concentrate on one species or
functional group. Data from this type of study are not very usable in an IFIM
analysis because a measure of total food production within the stream is
needed. This means that the entire wetted streambed is considered food pro-
ducing habitat. Certain types of microhabitat produce more food than other
types. The recommended approach is a guilding strategy where production for a
particular type of environment is determined, regardiess of which species are
present, rather than determining production for one species across all environ-
ments. Microhabitat types need to be defined in such a way that they are
mutually exclusive of each other in order to prevent double counting the same
streambed areas in the HABTAT model (see Chapter 7). The most logical habitat
characteristic on which to base a food production guild is substrate.

Variations in production rates within a substrate class are expected with
changes in depth, velocity, temperature, and water chemistry, all of which are
flow related. Benthic production can, in theory, be described in the same
terms and in much the same way as microhabitat preferences of fish. Maximum
production can be estimated for a particular substrate type under a range of
optimal hydraulic and water quality conditions and then be lowered accordingly
as these conditions change from the optimum. Both the development of criteria
and estimates of production have to be based on time steps less than 1 year.
The flow must be steady for each measurement interval in order to develop
flow-related production criteria. This constraint essentially eliminates the
development of these criteria in natural streams; experimental channels and
flumes may be the only areas where production criteria can be developed.
Furthermore, some of the more common techniques used to estimate production
can not be used. For example, one technique commonly used to estimate produc-
tion in lakes is to place a glass or plastic dome on the bed and measure
oxygen consumption. This technique can not be used in streams because one of
the variables is velocity, and the dome would shield organisms from this
factor. :

Needham and Usinger (1956) found that over 190 Surber samples were needed
to obtain a statistically valid estimate of benthic biomass over a uniform
substrate in a California stream. Some of the variation in the biomass was
undoubtedly caused by differences in depth and velocity across the riffle that
was sampled. However, even if only 10 samples are needed to obtain a reliable
estimate of biomass, that would mean 10 samples per data point for at
least 150 data points in order to develop a bivariate suitability function
(Chapter 7).

If production criteria are available, the analysis of fish and food
producing habitat requirements is quite simple. The food requirement is based
on a target biomass, which, in turn, is related to a particular habitat area
for adults, juveniles, and fry. The production of benthic macroinvertebrates
for one particular habitat type on the streambed is defined as:
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P, = H, x pmx (B-12)

where P, = the total production for habitat type 1 for one
flow and time step
Hy = the total habitat (including water quality, WUA,
and temperature) area of habitat type 1
Pml = the maximum production of habitat type 1 per unit

habitat

The total production of the benthos over the entire streambed is obtained
by summing of the production for each microhabitat type:

Pt=p1+P2+P3+... Pn (8-13)
where Pt = the total production for one flow and
time step
Py, Pa, ... Pn = production rates for each microhabitat

type and area present at that flow and
time step

The degree of food sufficiency is determined by the ratio between food
requirements and food production:

FR__ (f(WUA)) - -
HiPy + HP, + HaP, + Lo HnPn >, <, or = 1.0 (B-14)

the total food requirement of the fish, which is a
function of the available habitat

where FR

H P_ = the product of the amount of available habitat and
unit production for each microhabitat type for the
food organisms

As long as the ratio found by Equation B-14 is less than unity, food is not a
problem. Several things can happen when the ratio approaches unity:

1. The fish will approach 100% efficiency in cropping and benthic
standing crop may be decimated;

2. The fish will reduce their food intake and stop growing; or

3. The fish will emigrate in search of more food.
A ratio greater than unity indicates a severe food supply problem. Management
alternatives when the ratio approaches or exceeds unity involve changing

streamflow or water quality or increasing the area of food producing habitat
by modifying the channel.
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in watersheds, 139, 151-152,
161-162
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Stream Simulation and Analysis
Model, 78
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survival, 26, 100, 125-129,
131-132, 136
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163-164
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241
effect on metabolism, 12,
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effect on periodicity, 12, 64
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Terror River (Alaska), 151-152
terminal moraine, 44
thalweg, 205
thermal equilibrium, 12
thermocline, 48
thunderstorms, 150
time series, 16
of discharge, 57, 68
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topographic maps, 40, 52, 79
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energy transfer, 123-124,
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turbulence, 47
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